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Abstract. In this chapter, we present a conceptual reference framework for designing augmented reality applications for supporting training. The framework leverages the capabilities of modern augmented reality and wearable technology for capturing the expert’s performance in order to train expertise. It has been designed in the context of WEKIT project which intends to deliver a novel technological platform for industrial training. The framework identifies the state-of-art augmented reality training methods which we term as “transfer mechanism” from an extensive literature review. Transfer mechanisms exploit the educational affordances of augmented reality and wearable technology to capture the expert performance and train the novice. The framework itself is based upon Merrienboer’s 4CID model which is suitable for training complex skills. The 4CID model encapsulates major elements of apprenticeship models which is a primary method of training in industries. The framework itself complements the 4CID model with expert performance data captured with help of wearable technology which is then, exploited in the model to provide a novel training approach for efficiently and effectively master the skills required. In this chapter, we will give a brief overview of our current progress in developing this framework.

Bibeg Limbu: Bibeg Limbu is currently a PhD student at Open University of Netherlands. He received his Master in Educational Technology from University of Saarland, Germany. He’s a games, multimedia and instructional designer by education and is interested in researching expertise, Augmented Reality and Wearable Technology.

Mikhail Fominykh: Mikhail Fominykh is an enthusiast, researcher, developer, and project manager in the field of Technology-Enhanced Learning. He currently is an associate professor at Molde University College (Norway), an adjunct professor at the Volga State University of Technology (Russia), and a project manager at Europlan-UK ltd (United Kingdom). In 2015, he started and coordinated a successful Horizon 2020 grant proposal which is now the WEKIT research project, developing training with augmented reality. Mikhail obtained his PhD at the Department of Computer and Information Science at the Norwegian University of Science and Technology, and later did a postdoc at the Program for Learning with ICT at the same university. He has experience in the area of technology-enhanced learning from working on several national and international R&D projects, developing successful grant proposals, developing educational simulators, courses, training programs, and their technological support. He published in several journals and books, and presented research findings at over 50 academic conferences.

Roland Klemke: Prof. Dr. Roland Klemke is researcher at the Welten Institute of the Open University of the Netherlands. He leads national and international research projects in the TEL field. Research topics include serious gaming, mobile learning, augmented reality, open architectures, emerging standards, web-based collaboration, and collaborative content production. He is experienced in the fields of software development, e-learning, knowledge management, mobile solutions and web based systems. He also works as professor for game design at MD.H. Additionally he is CEO of Humance AG, coordinating research and development activities. Until 2002 he contributed as scientist at Fraunhofer Gesellschaft to national and international research projects. He received his degree in Computer Science in 1997 from University of Kaiserslautern and a doctoral degree from RWTH Aachen in 2002. Roland is a fellow of the Interuniversity Center for Educational Sciences (ICO) and the Dutch research school information and knowledge systems (SIKS). He has more than 30 peer-reviewed journal publications and conference papers in the TEL field.

Marcus Specht: Prof. Dr. Marcus Specht is Professor for Advanced Learning Technologies at Welten Institute (Research Center for Learning, Teaching and Technology) at the Open University of the Netherlands and director of the Learning Innovation Labs. He received his Diploma in Psychology in 1995 and a Dissertation from the University of Trier in 1998 on adaptive information technology. From 2001 he headed the department "Mobile
Knowledge” at the Fraunhofer Institute for Applied Information Technology (FIT). His research focus is on Mobile and Contextualized Learning Technologies and Social and Immersive Media for Learning. Prof. Specht is an Apple Distinguished Educator and since 2013 President of the International Association of Mobile Learning.

Fridolin Wild: Dr Fridolin Wild is a Senior Research Fellow, leading the Performance Augmentation Lab (PAL) of Oxford Brookes University, located in the Department of Computing and Communications Technologies. With the research and development of the lab, Fridolin seeks to close the dissociative gap between abstract knowledge and its practical application, researching radically new forms of linking directly from knowing something ‘in principle’ to applying that knowledge ‘in practice’ and speeding its refinement and integration into polished performance. Fridolin is and has been leading numerous EU, European Space Agency, and nationally funded research projects, including WEKIT, TCBL, ARPASS, Tellme, TELmap, cRunch, Stellar, Role, LTiLL, iCamp, and Prolearn. Fridolin is the voted treasurer of the European Association of Technology Enhanced Learning (EATEL) and leads its Special Interest Group on Wearable-Enhanced Learning (SIG WELL). He chairs the working group on Augmented Reality Learning Experience Models (ARLEM) of the IEEE Standards Association as well as the Natural Language Processing task view of the Comprehensive R Archive Network (CRAN).

1 Introduction

“In 2016, keeping the skills of your workforce up to date in this fast-changing world will be more important than ever. Harnessing this peer to peer learning can be an efficient and cost effective way of increasing skills, and the knowledge transferred is likely to be relevant because it is delivered by people who understand your organization’s culture.” (Matassa & Morreale, 2016)

In a 2016 PwC global survey of more than 1,000 CEOs from all major industries, 61 percent of global chief executives and 78 percent of U.S. respondents said that they were somewhat or very concerned about the speed of technological change in their industry. This creates a challenge for the companies to keep the workforce up to date with the new knowledge and skills that are ever increasing. Additionally, the experienced employee retires or leaves the company taking along the vast experience that he/she has accumulated overtime. They are then replaced by the new inexperienced employee who needs to be trained, which requires time and investment.

WEKIT1 (http://wekit.eu/) which stands for: (Wearable Experience for Knowledge Intensive Training), is a European project supported under Horizon 2020 to develop and test within three years a novel way of industrial training enabled by smart Wearable Technology. In WEKIT, thirteen partners representing academia and industry from six countries in Europe are striving actively to meet the highest degree of standards in the delivery. WEKIT is making significant progress towards meeting the demands of industries by exploring and implementing the best of pedagogical and technological opportunities.

The framework identifies two-fold approaches to address the above mentioned industrial issue. 1.) To capture the expert’s performance by means of Wearable Technology (WT) and sensors 2.) To foster efficient training with the help of expert’s performance data using Augmented Reality (AR) and WT. Capturing expert’s performance should take into consideration what methodologies may be used to capture certain aspects of the expert in a meaningful manner such that they are useful and shareable to the new trainees. Using AR and WT, the trainees can “wear” the expert’s performance and track the differences between their own performance and that of an expert. Therefore, the framework posits great potential for efficient training of skills with the help of captured expert’s performance to provide new novel approaches to technology assisted apprenticeship.

2 Concept space: supporting training of expertise with wearable technologies

Expertise may be defined as the knowledge and skills behind an expert performance. In Ericsson & Smith (1991), expert performance is defined as consistently superior performance on a specified set of representative tasks for the domain that can be administered to any subject. Representative tasks are structured and managed drills where essential attributes of expert performance naturally occur because of which the consistency of the performance can be replicated and measured. In Ericsson (2006), representative tasks are suggested as an appropriate methodology to correctly evaluate an expert performance under standardized conditions in a controlled setting, such as a laboratory. Also, representative tasks engage the same set of knowledge and skills that are

1 Wearable Experience for Knowledge Intensive Training: Project No 687669
used in real world tasks within a domain ensuring that the expert performance is accurately captured. When the expert performance can be reliably reproduced in a test situation such as the representative task, this performance can then be analyzed to assess its mediating acquisition mechanisms.

The basic underlying of attaining expertise is to collect experience. However, the notion of expertise based on the length of experience in a domain (over ten years), which assumed that the novice progressed orderly to an expert under instruction, training and experience (Hoffman, 2014), has been observed to be only partially true. The length of experience has been frequently found to be a weak correlate of job performance beyond the first two years (McDaniel, Schmidt, & Hunter, 1988). Most novices make large gains at the beginning but fail to push further. Only individuals that indulge in deliberate practice achieve the superior expertise (Ericson, 2006). The notion of deliberate practice dictates that simply executing the skill repeatedly does not account for improved performance. In order to develop expertise, the executions of skills should be aimed at improvement of that particular skill by collecting new experience in every execution.

In Ericsson (2006), Ericson stressed the importance of a mentor for deliberate practice, stating that the apprentice does not engage in deliberate practice spontaneously. An expert mentor would design practice sessions that improve the apprentice’s performance gradually which complies with the definition of deliberate practice. By doing so, the mentor “shares” his experience to the apprentice in an explicit manner, ensuring that the apprentice achieves the desired level of performance efficiently. For example, Schulz & Curnow (1988) found that throughout the history of the Olympic Games, the best performance for all events has improved—in some cases by more than 50%. This is because the expert’s knowledge and skills have been organized in such a way that facilitates efficient attainment of the expertise (Ericsson, 2006).

In conclusion, an expert is indispensable to the proper efficient training of the trainee. Therefore, the framework, taking the importance of expert into consideration, adapts two-fold approach of: (1). Capturing the expert performance (2). Supporting training with the help of expert performance.

3 Background

Experience may be defined as the knowledge gained through involvement in or exposure to an event. In vocational trainings, the expert “shares his experience” by demonstrating and mentoring the trainee through hands-on experience rather than from written manuals or textbooks. However, Wagner & Sternberg (1990) stated that experience may be shared by sharing the environment in which the expert performed the task. Sharing environment involved sharing not only the workplace but also sharing the environmental stimulus perceived by the expert (Sternberg, 2000). Therefore, in order to share the experience, the expert must not only demonstrate his performance and mentor the trainee but should also be able to share the environmental stimulus. AR and WT have the huge potential to capture and support the re-enactment of the expert's performance and the environment in which he/she performs. The framework leverages on this potential of the technology to envision new training approaches by sharing experience of the expert to the trainee. In the following, we provide review of AR & WT training approaches based on the frameworks two-fold approach.

3.1 Capture of Expert Performance

Numerous studies have presented the potential of sensor-based technology and WT (Schneider, Börner, van Rosmalen, & Specht, 2015) for learning. Similarly, Bower & Sturman (2015) also did a review on affordances of WT and observed that the WT posit new possibilities for supporting trainings. Sensor-based technologies and WT measure the expert’s interaction with the physical environment in which he/she demonstrates, enabling the capture of the expert performance. The framework uses the approach defined by Collins (1991) who emphasized two important kinds of performance capture: 1.) Capturing of the expert performance and 2.) Capturing of the process in the world. Capturing of the expert performance includes making the cognitive process of the expert explicit to the apprentice while capturing the process involves making invisible aspects of the task visible. Such an approach would incorporate capturing the physical environment, the expert’s interaction with it and the cognitive processes, capturing the essence of a complete process.

However, experts are scarce and becoming an expert is a difficult and time-consuming endeavor. In addition to the shortage of experts in many domains, some expert struggles when it comes to teaching. In Feldon (2007), Feldon stated that an expert is unable to explain his/her superior performance because the amount of expertise inhibits his/her explanation skills. This is because an expert typically has more knowledge than he/she can verbalize (Patterson, Pierce, Bell, & Klein, 2010), which impedes the capability of the expert as a teacher. In addition, an expert is unaware of the factors behind his/her superior performance. For example, an expert is able to notice features and meaningful patterns of information without conscious effort that are not noticed by an ap-
prentice. Due to this, an expert tends to underestimate how difficult it can be for the apprentice (Hinds, 1999), and thus omits the information an apprentice would find valuable (Hinds, Patterson, & Pfeffer, 2001). Therefore, capturing expert performance at the right level of abstraction, while still retaining all relevant details is complex, even from the technological point of view (Fominykh, Wild, & Alvarez, 2015).

Conventional approaches, such as video recording, provide only limited points of view, significantly reducing the wealth of information available from direct experience. In contrary, WT provides a rich multimodal and multisensory medium for the capturing the expert performance as also a multi-perspective opportunity for training. For example, Kim, Alevan, & Dey, (2014) explored different physiological sensors and WT such as eye tracking, EEG sensors and heart rate concluding a strong possibility to use the physiological sensors to be able to record cognitive process. Many recent projects (see (Kowalewski et al., 2016),(Zhao et al., 2016)) have used WT to explicitly capture expert’s performance based on physical attributes such as motor movements to provide guidance and feedback to the trainee using AR. AR complements WT by providing a rich multimodal and multisensory medium for the apprentice to wear the expert performance and collect rich experience from the perspective of the expert. In the following, we elaborate on AR as a suitable platform to train expertise with use of expert’s performance data.

3.2 Training of Expertise by Expert Performance

In Bacca et al. (2014), a review on affordances of AR, it was suggested that AR along with sensors posit a rich versatile educational potential for training skills. In addition, several studies suggest that technical skills acquired in virtual simulators transfer well into real world and improve performance in areas such as laparoscopic surgery (Haug, Rozenblit, & Buchenrieder, 2014) and anesthesia (Naik et al., 2001). Although the idea to use AR and WT for Training dates back to the early 1990’s (Caudell & Mizell, 1992), only a handful of projects have made it successfully into industry. With the technology, still new and major works such as STARMATE & ARVIKA (Friedrich, 2002) focusing on technical aspects, the educational potential of the AR and WT remains unexplored. Now, The WEKIT reference framework aims to exploit the affordances of AR and WT for supporting the pedagogic training approaches to extract the educational potential of the technology.

Zhou, Dun, & Billinghamurst (2008) defined the implementation of AR in terms of three main characteristics: (1) The combination of physical and virtual elements (2) interactive in real time and (3) are registered in three dimensional spaces. For the AR to truly fulfill these requirements it must be equipped with sensors and WT to measure and analyze the data from physical environment. Therefore, AR and WT have the potential to create a truly immersive platform which places the trainee in real world context engaging all of his/her senses. Bjork & Holopainen (2004) stated that an immersive environment creates perceptual and cognitive immersion by stimulating the sensory organs directly with relevant stimuli and cognitive content. Therefore, AR and WT have the potential to amplify perceptual stimuli based on the captured expert performance to enhance the trainee perceptions which will allow the apprentice to create new experience similar to the expert’s experience.

4 The WEKIT Reference Framework

Most industrial tasks are complex real world problems which are ill structured and require more than an algorithmic approach to be solved. Learning such complex task requires complex learning. Sarfo & Elen (2006) have emphasized the close relation between complex learning and deliberate practice. In order to practice deliberately, the apprentice needs to indulge in extremely targeted practice where new goals are met and learning path is constantly monitored and adapted (Ericsson et al., 1993). This concept is in close alignment with the principles of 4C/ID model (Neelen & Kirschner, 2016). Sarfo & Elen (2006) in their results indicated that the 4C/ID model promoted the development of technical expertise. Therefore, we built the framework upon the 4C/ID model based training methodology by using the captured expert performance to supplement the model, with the help of AR and WT to guide and provide feedback to the trainee. The training will be done in an authentic context with help of AR and WT while supporting the trainee with feedback and scaffolding.

The 4C/ID model is a holistic design model which deals with complex task, without losing sight of the separate elements and the interconnections between them (Van Merriënboer, Clark, & Croock, 2002). It is a non-linear and systematic processing model for designing complex learning environment. Melo & Miranda (2014) investigated the effects of 4C/ID in teaching and concluded it to be effective for acquisition and transfer of knowledge. 4C/ID model consists of four components namely: 1) Learning task 2) Supportive information 3) Procedural information and 4) Part task practice.
1. Learning Task: Learning Tasks are authentic, whole task experiences that are provided to the trainee in order to promote schema construction for non-recurrent aspects of the task. It also supports rule automation by compilation for recurrent aspects of the task. Instructional methods primarily adapt induction that emphasizes the importance of task modeling through mindful abstraction from the concrete experiences. Task modeling is the construction of cognitive schemata of the task by the trainee. For example, by first demonstrating examples of how a particular concept is used, the expert allows the trainee to come up with the correct solution using the cognitive schemata that he/she created while observing the expert performance.

2. Supportive information: Supportive information is the information provided to support the learning and performance of non-recurrent aspects of learning tasks. Instructional methods for supportive information aim to elaborate the task model by establishing non-arbitrary relationships between new elements and what learners already know.

3. Just in Time information: Just in time information is the prerequisite information to the learning and performance of recurrent aspects of learning tasks in a just in time fashion. Instructional methods primarily aim to embed procedural information in rules such as the condition action pairs.

4. Part-task Practice: The last component of the 4CID model is the part task practice which recognizes that some parts of the task are automatic and recurrent. In order to develop the automation of the skill it is required that the learner practice the task repeatedly. Part-task Practice items are provided to learners in order to promote rule automation for selected recurrent aspects of the whole complex skill.

The 4CID model is acknowledged as an effective instructional design model for designing powerful training environments that facilitate the acquisition of integrated sets of knowledge and skills (Sarfo & Elen, 2006). Evidence about the effectiveness of training environments designed in line with specifications of the 4CID model for the acquisition of expertise in training contexts has been documented by Van Merriënboer & Paas (2003) and Merrill (2006). This framework aims to guide the design and development of training applications based on 4CID model and the expert in order to train expertise.

After an extensive review of different prototypes designed for training which were identified from the literature from major databases such as SpringerLink, ScienceDirect and SAGE, we identified and extracted instructional methods used by them. We use the term “Transfer Mechanisms” to describe the instructional strategies or methods that exploit AR and WT technology for training purposes. However, only those methods that support or embellish the expert-trainee relationships in a technological platform have been selected. After analyzing the Transfer mechanisms, we have further defined the transfer mechanisms to have 3 general characteristics which are portrayed in Table 1. Each transfer mechanism possesses attributes that answer questions such as what is the type of skill being trained. The other characteristics include requirements for recording such as hardware and software and requirements for enacting by the apprentice which may include

<table>
<thead>
<tr>
<th>Transfer Mechanism</th>
<th>Attributes</th>
<th>Requirements for recording</th>
<th>Requirements for enactment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>How can the features be described?</td>
<td>How is the mechanism enabled during the recording?</td>
<td>How is this feature enabled by/for the learner?</td>
</tr>
<tr>
<td></td>
<td>What skills are being addressed?</td>
<td>What types of sensors are required?</td>
<td>Which conditions need to be met to allow this feature to be present?</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Which interaction means does the learner have?</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>What type of sensor/display technology does the learner require?</td>
</tr>
</tbody>
</table>

Table-2 below provides the list of the transfer mechanisms that were identified from the review of studies that exploited AR for training of expertise. We have selected studies performed after 2010 to date to understand the state-of-art in AR and WT based expertise training.
<table>
<thead>
<tr>
<th>Transfer Mechanism</th>
<th>Attribute</th>
<th>Requirements for recording</th>
<th>Requirements for enacting</th>
</tr>
</thead>
</table>
| Augmented paths    | • Augmenting virtual information atop the physical world in a way which allows the trainee to guide his motion with precision | • Tracking of expert’s hand motion  
• Motion sensors  
• Depth camera | • Visualizing guidance paths using AR  
• Provide haptic or visual feedback  
• Comparison to expert data by capturing apprentice movement with sensor |
| Augmented Mirror   | • Augmented display where the apprentice can track his/her body similar to dance rooms | • Record and track body postures  
• Posture sensor such as Kinect | • Large display where the apprentice can see himself/herself  
• Posture tracker to provide visual feedback |
| Highlight Object of Interest | • Highlight physical objects in the focus area indicating to the trainee that the expert found that object of interest | • Eye Tracker  
• Video recording  
• Record Gaze behavior of the expert | • Eye Tracker for Formative feedback  
• AR display to highlight the image |
| Directed focus     | • visual aids for objects outside the visual area | • Eye Tracker and video recording  
• Record Gaze behavior of the expert  
• Record the procedure | • Eye Tracker for Formative feedback  
• AR display  
• Visual Indicator |
| Point of view video | • Stream/save video data  
• Provides unique trainee/expert point of view scope | • Head mounted camera  
• Interaction Mechanism to initiate, stop recording and zoom into subject | • Interaction and inference mechanism  
• Zoom into video |
| Audio Instructions | • Stream/save audio  
• Capture of peripheral sound from the environment | • Think aloud protocol to record expert explanations  
• Microphones  
• Reduce unnecessary noise | • Audio headphones  
• Interaction and inference mechanism  
• Amplify the sound |
| Cues & clues       | • Cues and clues are pivots that trigger solution search | • Take a picture save video & audio or text  
• Use a physical object in real world as anchor | • Display on demand  
• Inference mechanism |
<table>
<thead>
<tr>
<th>Annotations</th>
<th>Object Enrichment</th>
<th>Contextual information</th>
<th>3D models and animation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Allow a physical object to be tagged with virtual information</td>
<td>Methods to tag media into physical object.</td>
<td>Provide information about the process that is frequently changing</td>
<td>Assist in Spatial ability</td>
</tr>
<tr>
<td></td>
<td>Manual annotation or done by expert on the fly</td>
<td>Knowledge of procedure information that depends on the context and required for the task</td>
<td>Complex mental simulation of a phenomena</td>
</tr>
<tr>
<td></td>
<td>AR display mechanism to read the annotations</td>
<td></td>
<td>Modeling 3d object</td>
</tr>
<tr>
<td></td>
<td>Mechanism for unobtrusive relay of information</td>
<td></td>
<td>Creating 3d animation</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Defining Interaction Mechanism</td>
</tr>
<tr>
<td>Object Enrichment</td>
<td></td>
<td></td>
<td>AR display</td>
</tr>
<tr>
<td>Provide information about the physical artifact</td>
<td>Use a physical object in real world as anchor</td>
<td></td>
<td>Interaction mechanism such as gestures</td>
</tr>
<tr>
<td></td>
<td>Tags or infrared light emitters and camera</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Object recognition</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Control over information displayed</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Camera with image recognizer</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contextual information</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Provide information about the physical artifact</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3D models and animation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Assist in Spatial ability</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Complex mental simulation of a phenomena</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interactive Virtual Objects</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manipulate to practice on virtually objects with physical interactions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Haptic feedback</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Force feedback relating to the perception and manipulation of objects</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Xray vision</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Visualizing the internal process or mechanism not visible to the eye.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Feedback</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Provide summative and formative feedback</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
With an aim to support the design and development of the AR and WT based platforms to integrate the 4C/ID model for training, the framework classifies the Transfer Mechanism according to the 4 components of the 4C/ID model. The first component Learning task encapsulates the notion of task modeling along with other attributes such as task scaffolding. Task modeling entails methods for scheme construction by the trainee about the task being performed. Table 3 maps the transfer mechanism that support learning task against the performance attributes they aim to train.

Table 3. Transfer Mechanisms that support Learning task component

<table>
<thead>
<tr>
<th>Learning Task</th>
<th>Transfer mechanism</th>
<th>Performance attributes</th>
<th>Literature</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Augmented path</td>
<td>Fine motor Skills</td>
<td>1,2,12,18</td>
</tr>
<tr>
<td></td>
<td>Augmented Mirror</td>
<td>Cognitive motor skills</td>
<td>14, 3,25</td>
</tr>
<tr>
<td></td>
<td>Interactive Virtual Objects</td>
<td>Collaborative skills</td>
<td>15, 4,16, 5,13,17</td>
</tr>
<tr>
<td></td>
<td>Highlight Object of Interest</td>
<td>Perceptual motor Skills</td>
<td>2,22, 6</td>
</tr>
<tr>
<td></td>
<td>Directed focus</td>
<td></td>
<td>7,33, 8</td>
</tr>
<tr>
<td></td>
<td>Point of view Videos</td>
<td></td>
<td>20, 10,11, 17,20, 9</td>
</tr>
</tbody>
</table>

Table 4 depicts all the transfer mechanisms that have been identified in order to provide supportive information. Supportive information deal with non-recurrent aspect of the task. Supportive information can be declarative information that can be found in books and other resources. Supportive information can be on demand depending on the context or information required for the whole subtask.

Table 4. Transfer Mechanisms that support Supportive information component
The following table 5 maps the transfer mechanisms that support the Just-in-time component. This component deals with procedural information required to perform the recurrent task which must be provided in a just in time fashion. The information can be presented as a step by step instructions or a feedback. It requires the condition action pairs to be identified, that drives the routine behaviors and the prerequisite knowledge involved in the step.

<table>
<thead>
<tr>
<th>Transfer mechanism</th>
<th>Performance attributes</th>
<th>Literature</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Just-in-time Information</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Annotation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contextual information</td>
<td>24, 34, 10, 47</td>
<td>37, 36, 38, 17, 35</td>
</tr>
<tr>
<td>Haptic feedback</td>
<td>43, 46, 29</td>
<td>37, 34, 40, 39, 41</td>
</tr>
<tr>
<td>Audio instructions</td>
<td>33</td>
<td>35, 36, 37, 38, 39, 40, 41</td>
</tr>
</tbody>
</table>

Table 5. Transfer Mechanisms that support Just-in-time information component

<table>
<thead>
<tr>
<th>Transfer mechanism</th>
<th>Perceptual motor skills</th>
<th>Cognitive motor skills</th>
<th>Collaborative skills</th>
<th>Spatial Skills</th>
</tr>
</thead>
<tbody>
<tr>
<td>Object Enrichments</td>
<td>30</td>
<td></td>
<td></td>
<td>22</td>
</tr>
<tr>
<td>3D models and animation</td>
<td>1, 25</td>
<td>26</td>
<td>16, 28</td>
<td></td>
</tr>
<tr>
<td>Xray vision</td>
<td>24</td>
<td>23, 27, 29</td>
<td>23</td>
<td></td>
</tr>
<tr>
<td>Setting Cues and Clues</td>
<td>30</td>
<td>32, 19</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The last component of the 4CID model is the part task practice which recognizes that some parts of the task are automatic and recurrent. In order to develop the automation of the skill it is required that the learner practice the task repeatedly. As such there is no transfer mechanism identified that supports this component, which may be for a simple fact that it's straight forward.

5 Conclusion

The presented reference framework for training expertise with AR and WT delivers methodologies that enable efficient and effective training of industrial skills. The reference framework combines the state-of-art transfer mechanism identified in the literature with the 4C/ID model for supporting the design and development of training applications. By classify transfer mechanisms the framework supports the instructional designers to design effective expertise training applications using AR and WT. The framework may have non-significant limitations such as, zero recorded transfer mechanism to support automation. It also helps in identifying gaps in the literature, for example, on certain transfer mechanisms there are several or no studies. It may be argued for the fact that it is a simple matter of practice; however various factors such as motivation have to be accounted. Thus, the framework is also a great starting point to explore how the boundaries of expertise development can be further pushed back.

The framework is an ongoing task and new transfer mechanisms will be documented as work progresses. However, as the framework stands now, it is sufficient to inform any training application designers with the technological and pedagogic overview he/she may need in order to design and develop an effective training platform. The framework is the conceptual support for the WEKIT project design and development. Further task involving the framework includes documentation of guidance and recommendations to hand-pick the transfer mechanism that caters the instructional designer needs. The framework needs to be evaluated in terms of what makes out an optimal set of transfer mechanisms. Therefore, we believe the framework is a significant step in merging the best of the AR and WT with Technology enhanced learning approaches.
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